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Abstract
Traditional decision theories based on economic theories of rationality make assumptions about the
rationality of the human-like subjects being observed. Over the years, such assumptions have come
into question with a number of extensions created to address such assumptions. These include
sequential, subjective, and dynamic theories of behaviour, as well as factors impacting the subject,
including bounded rationality and bias. However, the observer remains omniscient, not impacted by
bounded rationality or biases. At the same time, the observer plays a major role in the development
and configuration of models in artificial intelligence and cognitive architectures, which require
details understanding of the subject’s limitations and reasoning processes. This paper proposes
that the observer is not omniscient but, like the subject, is also bounded. We evaluate decision
theories to highlight which axioms make assumptions about the observer’s omniscience and must
be modified, removed, or can be retained. The goal is to identify a method towards a human-centric
decision theory for bounded observers.

1. Introduction

This paper evaluates limitations of existing decision theories and artificial intelligence architectures
for emulating decision-making of human-like subjects. We review key axioms of existing deci-
sion theories, mainly single decision theory, sequential decision theory, and dynamic choice theory.
These theories are evaluated to understand their use by current artificial intelligence systems and
cognitive architectures to interpret observed behaviour of a subject.

Modern theories recognize and categorize biases and aim to use them for modelling seemingly
“irrational” decision-making of human-like subjects. The observer gathers information about sub-
jects within a system, categorizing their biases, constraints, goal preferences, and cognitive impair-
ments to create autonomous agents that emulate the behaviour of observed subjects. However, the
observer is assumed to be omniscient, aware of all factors impacting the subject’s decision-making.
Four key components of human-like decision-making are missing in representing the observer. First,
a sufficient representation of bounded rationality for the observer are not provided, who is assumed
to be omniscient. Second, the observer is assumed to know the subject’s goal preferences which
are stable over time without contradictions. Third, emotional evaluation of the subject’s own state
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and probability of desired outcomes is dependent on a static assignment of emotion-based utility to
specific events. Fourth, triggers for replanning during execution are assumed to always improve the
plan over time.

Current work in artificial intelligence (AI) focuses on creating reasoning mechanisms that equal
or exceed human performance. However, decision-making of human-like agents in response to a
dynamic environment are insufficiently human-like. Many planners and cognitive architectures rely
on optimal memory management solutions to identify the most efficient way to make and change
decisions. With some recent exceptions, many methods have focused on making algorithms more
efficient in finding optimal solutions and scale to a large number of human-like agents (Kosinski
& Zaczek-Chrzanowska, 2003; Edelman, 2015; Stolzmann & Butz, 2000). Optimality is often
achieved by removing human-like errors and biases while mimicking human-like decision-making
with respect to social and structural factors. As with classical decision theories, the underlying
reasoning process and belief system is assumed to be sufficiently understood and implemented using
AI methods. This includes the subject’s preferences and goal reasoning methods. Also, emotions
are not sufficiently dynamic, but rather rely on emotion models that are statically associated with
specific events a priori. This does not capture the dynamic nature of emotions and their influence
on our decision-making (Seo & Feldman Barrett, 2007).

2. Theories of Decision Making

In this section, we highlight the main theories of decision-making. We discuss their key axioms
from the perspective of the observer. We also discuss how emotions and biases are represented.

2.1 Single Decision Theory

The ability to emulate behaviour is generally assumed to be done by an observer with an outside
perspective. The subject, then, is the decision maker being observed for the purpose of emulation.
According to classical decision theory, the observer is assumed to be omniscient. They know the
state of the subject, their preferences, their constraints, and the choices available to them. The
subject is also assumed to be rational, meaning they maximize the utility of the means available to
them towards satisfying their goals according to their preferences. von Neumann and Morgenstern
(1944) proposed calculations that make it possible to derive the utility of a decision, leading to the
development of expected utility (EU) and classical decision theory. This work is based on four key
axioms, prefixed with VNM.

Axiom VNM-1 Completeness: A preference is assigned to all pairs of choices.
Axiom VNM-2 Transitivity: Order of preferred choices is maintained across all choices.
Axiom VNM-3 Continuity: No outcome is so bad that it is not worth a gamble with a suffi-

ciently high probability of success.
Axiom VNM-4 Independence: Utility of a plan is independent from the probability of the

plan’s outcome.

The axioms make assumptions about how stable and invariant the subject’s preferences and ob-
jectivity are when calculating utility of actions. Axiom VNM-1 states that utility is assigned to all
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possible choices a subject can make at any given time. Axiom VNM-2 states that the order of pre-
ferred goals is maintained across all combinations of choices, where one order does not contradict
another. Axiom VNM-3 states that any risk is worth taking if the benefit is sufficiently high. Axiom
VNM-4 states that the utility of a plan is not dependent on the likelihood of the outcome being
successful.

2.2 Role of Bounded Rationality

Decision theory assumes the observer and subject are omniscient in their knowledge, and rational
in how that knowledge is used to make decisions. Bounded rationality provides a framework for
incorporating cognitive and environmental constraints that may help interpret a subject’s seemingly
“irrational” behaviour (Simon, 1955). According to bounded rationality, there are three main types
of bounds influencing a subject’s decisions (Simon, 1955, 1967, 1972). First, the information re-
quired to find an optimal solution is either incomplete or incorrect. Second, cognitive limitations
prevent a subject from considering all possible factors, limiting them to only the most trivial prob-
lems. Third, the subject simply does not have enough computational time to evaluate all options
required to solve a complex problem. Within bounded rationality, subjects compensate for lack of
information, cognitive limitations or time by adopting a complex network of normative factors. For
example, social norms and individual biases allow one to determine their action based on the actions
of others (Etzioni, 1993; Kahneman, 2003; Zafirovski, 2005). Many factors that lead to seemingly
irrational behaviour, have been identified, including emotional beliefs and desires, biases, irrational
reasoning processes, as well as normative social factors (Etzioni, 1988; Zafirovski, 2005; Ladouceur
et al., 1988).

2.3 Subjective Decision Theory

To understand a subject’s choices, the observer must have a sufficient understanding of the subject’s
goals used to make choices that satisfy them. Once identified, goal preferences can be represented
with a utility weight, calculated using an extension of decision theory called subjective decision
theory (Savage, 1954; Jeffrey, 1990). The order of preferred goals can be expressed as nominal and
cardinal preferences. Nominal preferences provide the order of preferred goals (Peterson, 2009).
Cardinal preferences indicate the degree to which one goal is preferred over another (Von Neumann
et al., 1944; Wold et al., 1952). Subjective decision theory provides several methods for calculating
the utility of goal states and choices.

Jeffrey’s (1990) theory of subjective expectation utility makes two key contributions. First, all
probabilities are strictly based on Bayesianism. Second, utility and probability are associated with
predicates that can be true or false in a particular world. This allows a subject to consider multiple
worlds when calculating the utility of actions, an important aspect of human behaviour (Cooper,
1999). Preferences are dependent on the outcome that may be different in different worlds, meaning
one can’t assume the same choice, with the same probability, will have the same outcome in two
different worlds. Consider states si and sj , a sequence of actions Ax and Ay, and a utility function
U(A) for sequence utility. Jeffrey’s axioms, prefixed with J, state that:
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Axiom J-1. Averaging: A proposition cannot be better or worse than any of its realizations
(worlds). It follows then that if, for some set of preference ordering≺, si and sj are mutually
incompatible then combining them has no impact on the overall preferences, where:

si ≺ sj ⇐⇒ si ≺ (si ∪ sj) ≺ sj

Axiom J-2. Impartiality: Given two sequences Ax and Ay, if U(Ax) = U(Ay) and they have
no actions in common, then a new state si changes U(Ax) and U(Ay) in the same way.

Savage’s (1954) theory introduced the idea of thinking in terms of a process with individual
states and an outcome rather than simply as individual choices. Outcomes are the situations and
events a subject cares about and has control over, i.e. their goals. States are scenarios that a subject
has no control over. States are also the source of uncertainty in the decision-making process due to
the subject’s limitation of seeing the entire state of their world. A subject’s preferences for outcomes
are based on beliefs about the probability of success. Savages theory requires six axioms to be true,
prefixed with S:

Axiom S-1. The relation ≺ between two goal states is complete and transitive, combining the
completeness and transitivity axioms VNM-1 and VNM-2.

Axiom S-2. Sure Thing Principle: Choice preferences can be evaluated independently if the
probability of one choice is not impacted by the outcome of another. This is an extension to
independence axiom VNM-4.

Axiom S-3. State Neutrality: The preference of an outcome is independent of that current state,
and has no impact on U(Ax), an extension to independence axiom VNM-4.

Axiom S-4. Preference of an outcome is independent of the outcome’s utility, an extension to
the independence axiom VNM-4.

Axiom S-5. A subject must not be indifferent to sequences, and there must be some difference
in utility between one sequence and another.

Axiom S-6. Non-Atomicity: If a sequence Ax is already preferred to sequence Ay, where
Ax ≺ Ay, then a change to some state sk made true by Ax and Ay will not affect the
preference unless the probability of sk is sufficiently high.

2.4 Dynamic Choice Theory

Given that the subject is bounded, the plan they select will inevitably have mistakes that become ap-
parent only during the execution phase. Hence, the subject’s plan will inevitably be un-executable
in its original form. During this phase, the subject must monitor plan execution, and respond to
feedback when expected outcomes do not match actual outcomes. Given the feedback, the subject
can reevaluate their preferences to focus on what is required or most probable, rather than preferred.
Following such adjustments, the subject can create a new plan that uses a more realistic goal order-
ing. When a plan is no longer executable, the subject must stop and reevaluate their goals, current
state, and construct a new plan. This replanning process occurs every time a new plan is worth
pursuing over the current plan.

Dynamic choice theory assumes the observer knows what reasonable sequences a subject might
follow based on a strategy for calculating plan utility (Bermúdez, 2009). Hammond (1976) has
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identified three such strategies, mainly myopic, sophisticated and the resolute, with a comparative
analysis by McClennen (1990). The myopic strategy assumes choices are independent of any fu-
ture or past choices. The sophisticated strategy considers the utility of all sequences starting from
the current time, and chooses the sequence with the lowest risk, recalculated after each action is
executed. Finally, the resolute strategy also calculates the utility of all sequences but only at the
beginning of the decision process. Once a sequence is selected, utility is not recalculated and the
originally chosen sequence is followed until the end.

2.5 Roles of Emotions and Bias

While subjective decision theory allows an observer to calculate utility of goals and plans from
observed behaviour, some subjectivity is based on bias and emotions. For example, many models
in economics have attempted to incorporate bounded rationality with varying degrees of success
(Rubinstein, 1998). Behavioural economics is a field within economics that attempts to address
some of the shortcoming of the rational agent theory by categorizing different types of biases ex-
hibited by individuals, incorporating sociology, psychology, biology along with certain notions in
economics (Wilkinson & Klaes, 2012; Bolton & Ockenfels, 2012). Game theory has been used by
economists, psychologists and political scientists to simulate behaviour for non-economic problems
and incorporate a variety of observable biases (Başar & Olsder, 1995).

Emotions play a central role in perceiving events around us, and provide an opportunity to model
the subjectivity of individual choices (Izard, 2007; Rodrigues et al., 2014; Ivanović et al., 2015).
This includes perception of goals and consequences of our actions towards satisfying those goals.
There are many theories of emotions and architectures that contribute to human-like behaviour.
The vast majority, like BDI (belief-desire-intention) and OCC (Ortony, Clore and Collins) rely on
“drives” that form a direct connection between some stimuli and a response (Reisenzein et al.,
2013; Gratch & Marsella, 2004; Zelazo & Cunningham, 2009). The cognitive theory of emotions
called “appraisal theory” captures how events are appraised before a response is triggered (Scherer
et al., 2001). The use of appraisal theory is often supplemented with the OCC model that provides
responses and valence defined a priori with discrete emotions like fear, joy, and sadness (Ortony
et al., 2014). As a rational subject that is also emotional, they are assumed to improve their choices
over time.

3. Limitations for Human-Centric AI Reasoning

The axioms presented in the previous section are preserved only if we assume the observer modeling
the subject’s behaviour within an AI architecture is also omniscient. However, assuming that like
the subject the observer is also bounded, this section evaluates the axioms to determine which are
preserved and which must be abandoned or modified.

3.1 Bounded Observer and Subject

Due to bounded rationality, the assumption that either the observer or the subject are omniscient are
not always applicable. Outside of a controlled lab setting, it is near impossible for the observer to
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control for all factors that contribute to a subject’s decision-making. An observer’s evaluation could
produce a reasonable plan a subject could follow. The same plan, however, may not be executable
in real life. Due to gaps in the observer’s knowledge, the subject would be triggered to replan often
throughout the execution phase.

Axiom VNM-1 (completeness) is a problematic requirement in decision theory (Hansson, 2005).
First, the knowledge bound and limited memory prevents a subject from having knowledge about
all actions and possible outcomes, hence all states cannot be assigned a preference. Second, the
cognitive and time bounds prevent a planning algorithm from generating a search tree and visiting
all states to assign them a preference. Also, if an observer knows that a subject is either risk tak-
ing or risk averse from past observations, they could reasonably infer whether the subject thinks a
gamble is worth taking for some gain, and Axiom VNM-3 (continuity) is preserved.

3.2 Goal Preferences

It is difficult to define a realistic goal ordering and preferences for a subject using traditional repre-
sentations. The required axioms in decision theory and expected utility for governing relationships
between preferences used in utility-maximization do not always hold for human desires and pref-
erences (Scott, 2000). When the relationships do hold, preferences become contextualized in a
situation and the type of decision being made (Arrow, 1963). To simplify the modeling effort, most
important neoclassic economists treat preferences as stable or given (Ladouceur et al., 1988).

Axiom VNM-2 (transitivity) is a problematic requirement and generally assumed to be a weak
relation between preferred states rather than a strong relation (Hansson, 2005). For example, say a
subject’s goal preferences are b ≺ a, c ≺ b, and a ≺ c. Any sequence with all three goal states must
break one of the preferences. For example, either:

b ≺ a ∧ c ≺ b =⇒ a 6≺ c or b ≺ a ∧ a ≺ c =⇒ c 6≺ b

As Arrow (1963) points out, a strong preference relation becomes contextualized in a particular
scenario. Hence, for two plans that have different scenarios goal transitivity may not hold, and
Axiom VNM-2 is not preserved. Coincidentally, Savage’s Axiom S-1 is not preserved as it relies
on transitivity of goal preferences. Axiom S-1 also relies on completeness Axiom VNM-1 which is
not preserved, as per section 3.1.

Changes in perception of preferences from one time step to another during execution prevent
some axioms from being preserved. Axiom VNM-4 (independence) is not preserved since during
execution the newly discovered outcomes of actions reduce the utility of a plan. Hence, plan utility
is dependent, in part at least, on the perceived outcome of each action. Axiom S-2 requires that
two events are evaluated independently. However, since the independence axiom VNM-4 is not
preserved, S-2 is also not preserved. Axiom S-3 (state neutrality) is not preserved since actions with
highest probability of success from the current state are preferred.

Jeffrey’s axioms J-1 and J-2 for averaging and impartiality are not preserved due to the order
imposed by action preconditions. First, Jeffrey’s averaging axiom J-1 is not preserved due to the
change in a goal order has on its utility in relation to other goals. Since transitivity is not preserved,
there is no guarantee that adding a new goal will not change the scenario in a way that changes goal
preference and the utility of the entire plan. Consider the union of two plans, P x ∪ P y. Certain ac-
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tions in plan P y may undo actions in plan P x, requiring action reordering and potentially changing
the plan’s utility. Next consider Jeffrey’s impartiality axiom J-2. If two plans P x and P y finish with
utility, say U(P x) = U(P y), it is not guaranteed that a new action or goal state will change their
utility in the same way. If a new action a is added to each plan, a’s preconditions may be true in
plan P x but not P y. Changing the order of actions to accommodate the preconditions may change
utility of the plan.

4. Consequences for Artificial Intelligence

By assuming the observer, as the builder of AI models, is bounded we must accept that the axioms
discussed in the previous chapter are not preserved as they assume an omniscient observer. This has
an impact on how behaviour of the subject can be emulated. We now evaluate how the preserved
axioms impact subject emulation by a bounded observer.

4.1 What is Preserved?

There are two characteristics shared by the three preserved axioms VNM-3, S-5 and S-6. First, the
utility of a sequence is used to decide between sequences, not the utility of single action. Second,
once a subject has committed to one sequence over another, a sufficiently large change in utility
is required for a subject to select another sequence. In the context of AI planning and cognitive
architectures, this means that the subject will select a plan with maximum utility, then execute and
monitor that plan. During execution, the subject will trigger a replanning process when either: 1)
a plan with a sufficiently higher utility is found or 2) the current plan’s utility falls sufficiently low
relative to its original utility during the planning phase.

Recall that Axiom VNM-3 (continuity) states that “no outcome is so bad that it is not worth
a gamble with a sufficiently high probability of success.” Axiom VNM-3 is preserved because it
is possible that a sufficiently large change in plan utility after replanning will prompt a subject to
change their course of action and follow the new plan. Axiom S-5 (sequence indifference) states
that “a subject must not be indifferent to sequences, and there must be some difference in utility
between one sequence and another.” Axiom S-5 is preserved because the subject is not indifferent
to plan utility. If two plans have different utilities, the rational subject will prefer the plan with
maximum utility. If two plans have the same utility, only then is the subject indifferent to the plan.
Finally, Axiom S-6 (sequence non-atomicity) is preserved because a change to an already chosen
sequence will convince a subject to choose the new plan only if that change significantly changes
each sequence’s utility.

P x
i,j ∪ P y

j,k ∪ . . . ∪ P z
v,w = PO (1)

From the perspective of the observer, rather than emulating one continuous plan, they need to
emulate a set of partial plans, as per Equation 1. Given rational plans P x, P y to P z , and partial
plans P x

i,j ,P
y
j,k to P z

v,w chosen and executed by the subject from time steps i to w, the observed
plan PO is the union of partial plans executed by the subject. For a given plan P x at time step j
the subject triggered the replanning process. The new plan P y starting at time step j needed to be
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replanned at time step k. The final replanning was triggered at time step v with the partial plan
P z
v,w being executed. Hence a rational subject is not myopic, sophisticated or resolute. Instead,

a subject is resolute up to a point when replanning is required and utility recalculated. Since the
partial plans are combined continuously, the utility function required to model such a process must
be continuous.

4.2 Continuous Goal Preference Utility

The subject is assumed to have a set of goals provided a priori as so-called “achievement goals”
(Grant & Dweck, 2003). Known goal preferences are often provided by individuals for specific
scenarios (Ladouceur et al., 1988; Baier & McIlraith, 2008; Liaskos et al., 2010). To allow for a
continuous evaluation of goal preferences, goal ranking must be provided for a sequence of actions
across multiple scenarios. This differs from the ranking between independent pairs of goals, as
discussed in section 3.2. This sequence would include not just the achievement goals but also the
“maintenance goals” (Hindriks & Van Riemsdijk, 2008). Any observed behaviour that does not
satisfy known achievement goals is assumed to be satisfying maintenance goals required to satisfy
achievement goals.

A number of continuous planning systems have been developed (Myers, 1999). Hierarchical
planners have provided a representation of planning at different levels of abstraction, allowing for
continuous revisions of plans. The FPE architecture (Bai et al., 2015) monitors a number of meta-
properties including effects, perceptual inspection, conditions, as well as intention enaction and
selection. Such a representation leads well to a continuous representation of goals and plans that
are continuously generated and ranked. Langley et al. (2017) extended the PUG architecture with
PUG/X which has the ability to execute and monitor a selected plan based on goal utilities in con-
tinuous domains, and replan when needed.

Unknown human-centric achievement and maintenance goals can be grounded in theories of
behaviour from psychology like Maslow’s (1943) hierarchy. For example, being social is a goal
everyone is assumed to have at some point in their life. Eating food and feeling secure can be
considered maintenance goals that help the subject satisfy their achievement goals. Once goals
are identified, their preference can be represented with a utility weight, calculated using a subjective
decision theory (Gajderowicz et al., 2018). Gajderowicz et al. (2018) express goal utility as nominal
and cardinal preferences.

4.3 Continuous Bias and Emotion-Based Utility

Bias and emotion-based utility evaluation provide an opportunity to act as a trigger for replanning.
Neoclassical rational agent models have been extended with biased decisions by behavioural eco-
nomics. Theories based on behavioural economics have retained many of the basic principles of
rational choice theory, and mostly extend them with cognitive limitations related to specific scenar-
ios and biases found in economic literature (Kahneman, 2003). However, some work has extended
behavioural economic into non-economic domains, such as addiction. Bretteville-Jensen (2003)
points out that rational subjects take into account past, present, and future consumption. During
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consumption, utility of each dose is calculated as the “consumption capital” over continuous time.
For each consumer, an addiction threshold changes their reason for use from casual to full addiction.

Game theory also allows for modelling of biased decisions over the extent of a game (Başar
& Olsder, 1995). Traditionally, game theory assumes subjects are not bounded. Specifically, it
assumes the rules of the game are well defined, all subjects are aware of these rules, know their
utility function and act to maximize it. In cooperative game theory, it is also assumed that every
subject trusts that other agents are rational and maximize their own utility towards their respective
goals (Peleg & Sudhölter, 2007). Recent work has focused on continuous games, where subjects
are aware of past experiences and change their choices asynchronously in continuous time (Leng
et al., 2018).

Rather than always optimizing as assumed by classical expected utility, a human-like subject
will instead reevaluate a plan when their perception of the plan changes. A subject may believe
they will act optimally during the planning phase, when in fact their mood may change during
the execution phase. Changes in emotional perception of events during execution are a common
response to true but unsuspected consequences of action, but have not been included in existing
models of human-like decision-making (Samsonovich, 2012; Dias & Paiva, 2011; Lin et al., 2012).
Over time, perception of an event may switch from positive valence to negative, and vice versa,
as defined by the Emotional Cycle of Change (ECOC) (Kelley & Connor, 1979; Dyson & Brown,
2006; Lancaster & Gray, 1982; Mashazi, 2002). Relying on optimistic and pessimistic stages of
ECOC to calculate a subject’s emotional mood can be used to trigger replanning when mood falls
below some predetermined threshold. Gajderowicz et al. (2018) incorporate ECOC as a continuous
mood utility function adopted for the homeless population.

5. Conclusion

This paper identifies the limitation of existing decision theories for emulating and interpreting be-
haviour of human-like agents. Assumptions about the omniscience of the observer and rationality
of the subject are challenged and evaluated as they pertain to AI planning and cognitive architec-
tures. This analysis highlights which axioms in existing theories are not preserved when modelling
behaviour of human-like subjects. Recognizing the observer is omniscient, extension to exiting the-
ories should focus on work in psychology and sociology to evaluate factors impacting an agent from
observations. Such work would benefit the evaluation of subjects during the planning, monitoring
and execution phases of a subject’s behaviour. It provides a more complete picture of factors im-
pacting behaviour that are not observable directly, but only as patterns over time. Such continuous
functions used to calculate plan utility can be applied to replanning, goal reasoning, and emulation
of behaviour.
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